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Abstract

A novel numerical algorithm for computing incompressible, discontinuous, two-phase flows in two-dimensional, inhomogeneous, and isotropic porous media is presented. The algorithm uses Colella et al’s. hybrid sequential explicit-implicit approach for both accuracy and speed of the calculations. The explicit part uses a high-order Godunov scheme with Van Leer geometrical slopes, similar to those used in shock dynamics. The implicit part is a two-step solver: the first step is a Crank-Nicolson saturation solver and the second one is a Poisson solver for the phase pressure. Both use multilevel multigrid solvers with the number of operations of the order of \( \mathcal{O}(N \log(N)) \), where \( N \) is the number of grid points. Two numerically stiff reservoir engineering problems are presented to demonstrate the low numerical dispersion and second order accuracy of our method.

Introduction

In this work we develop a hybrid implicit-explicit scheme of a type developed by Colella et al.[6] for 2-D incompressible flow in porous media. The implicit-explicit scheme is intended for problems with spatially and/or temporally localized stiffness in wave speeds, such as those that can be found in radial flow near oil and gas wells, in areas with abrupt changes in permeability, such as fractures, and in phase emergence or disappearance. By stiffness, we mean that the high speed modes contain very little energy, yet determine the explicit time step through the CFL stability condition. Traditionally, such problems are not handled well by most reservoir simulators available today, as the hyperbolic components of the solution are diffused rapidly by numerical dispersion. Other simulators merely use explicit schemes at the expense of a high number of grid points, which makes them computationally expensive. Our implicit-explicit scheme has the following design principles:

1. The scheme is in a flux-conservative form.
2. The implicit-explicit hybridization is a continuous switch which is local in both time and space, i.e., depends only on the data in each computational subdomain.
3. The implicit saturation and pressure schemes satisfy a maximum principle and are unconditionally stable.
4. In the limit of steady state, the scheme is second-order accurate in space.

The sequential approach, presented by Trangenstein et al.[1] uses Darcy's law for the volumetric flow rates. The flow equations are manipulated mathematically to form a pressure equation and a modified equation of phase mass conservation. It has been shown that the pressure equation is elliptic and that the component-conservation equations are hyperbolic in the absence of diffusive capillarity. We have combined this approach with Colella et al’s. [6] explicit-implicit algorithm and added gravity and diffusion terms to the system of governing equations.

A multilevel multigrid solver of the type presented in [3] is used to solve both the pressure equation and the modified component-conservation equation. This algorithm was chosen because it requires \( \mathcal{O}(N \log(N)) \) number of operations, which combined with \( \mathcal{O}(N) \) number of operations for the explicit schemes, gives an upper bound of \( \mathcal{O}(N \log(N)) \) per time step.
Mathematical Model

Theory. In this section we will describe two-phase, two-dimensional, transient flow of an incompressible liquid (l) and gas (g).

The superficial velocity of each phase in porous media can be expressed Darcy’s law

$$\rho \mathbf{u}_p = -\lambda_p (\nabla P_p + \gamma_p \nabla \mathbf{y})$$

where $\mathbf{u}_p$ is the phase velocity; $\lambda_p$ is the phase mobility; $\gamma_p = \rho_p g$ is the specific gravity; and $\mathbf{y}$ is a unit vector parallel to $-\mathbf{g}$. $\lambda_p$ is only a function of the phase saturation $s_p$. The porous medium is described by an isotropic permeability $k(x,y)$ and porosity $\phi(x,y)$, both arbitrary functions of position.

Mass conservation requires that:

$$\frac{\partial}{\partial t} \rho_s s + \nabla \cdot (\rho_s \mathbf{u}_s) = 0$$

subject to the usual constraint:

$$s_l + s_g = 1$$

The capillary pressure is defined:

$$P_c = P_g - P_l$$

hence:

$$\nabla P_c = \nabla P_g - \nabla P_l$$

The total velocity is the sum of velocities of each phase at a given location:

$$\mathbf{u}_T = \mathbf{u}_l + \mathbf{u}_g$$

Since phases are incompressible, $\nabla \cdot (\mathbf{u}_T) = 0$, i.e., the total velocity is divergence free. Substituting the Darcy velocity in the total velocity equation (6), yields:

$$\nabla \cdot \left( \lambda_l (\nabla P_l + \gamma_l \nabla \mathbf{y}) \right) + \nabla \cdot \left( \lambda_g (\nabla P_g + \gamma_g \nabla \mathbf{y}) \right) = 0$$

With the help Eqs. (1-6), we derive the governing saturation equation. First, we substitute the Darcy velocities (1) into the definition of the total velocity (6):

$$\mathbf{u}_T = \frac{\lambda_l}{\lambda_l + \lambda_g} \mathbf{u}_l + \frac{\lambda_l \lambda_g}{\lambda_l + \lambda_g} (\nabla P_c - (\gamma_g - \gamma_l) \nabla \mathbf{y})$$

Second, we substitute $\mathbf{u}_T$, Eq. (8), into the mass conservation equation (2):

$$\phi \frac{\partial \hat{s}_l}{\partial t} + \nabla \cdot \left( \frac{\lambda_l \lambda_g}{\lambda_l + \lambda_g} (\nabla \gamma_l + \nabla \gamma_g) \nabla \mathbf{y} + \frac{\lambda_l^2}{\lambda_l + \lambda_g} \mathbf{u}_T \right) = -\nabla \cdot (\phi \lambda_l \lambda_g P_c)$$

Eq. (9) is arranged into a flux function form

$$\phi \frac{\partial \hat{s}_l}{\partial t} + \nabla \cdot \hat{F} = -\nabla \left[ W \nabla P_c \right]$$

where

$$\hat{F} = \frac{\lambda_l \lambda_g}{\lambda_l + \lambda_g} \mathbf{u}_T - (\nabla \gamma_l + \nabla \gamma_g) \nabla \mathbf{y}$$

is the flux vector, and

$$W = \frac{\lambda_l \lambda_g}{\lambda_l + \lambda_g}$$

The flux vector is central to our formulation, because it contains useful information that will be used to find many flow properties, e.g., convexity.

To complete our sequential mathematical model, we need an expression for the gas pressure:

$$\nabla \cdot (\lambda_g \lambda_l \nabla P_g) = \nabla \cdot (\lambda_g \gamma_g + \lambda_l \gamma_l) + \nabla \cdot (\lambda_l \nabla P_l)$$

This is an elliptic equation that is in a form that allows easy modification to include compressible flow. Observe that the phase coupling has been “eliminated” by the use of the total velocity definition. In this way, we can compute the hyperbolic and the elliptic components of our problem separately, and introduce the correct mathematical,
geometrical and physical constructs to solve accurately our discontinuous flow problem.

The dimensionless capillary pressure is described by the logarithmic Leverett J-function, Grosser [10]:

\[ P_c(s) = 0.48 + 0.036 \log \left( \frac{s_l}{1-s_{l,irr}} \right) \sigma_{lg} \cos(\Theta) \sqrt{\frac{k}{k}} \]

.............................................................................................(14)

where \( \sigma_{lg} \) is the liquid-gas interfacial tension; \( \Theta \) is the liquid contact angle.

The relative permeabilities are described by Corey’s power-law model:

\[ k_{il} = k_{il}^O \left( s_l - s_{l,irr} \right)^{e_i} \] ............................................(15)

\[ k_{ig} = k_{ig}^O \left( 1 - s_l - s_{g,irr} \right)^{e_g} \] ..................................(16)

with \( e_i = 2 \), \( e_g = 1.5 \), \( s_{p,irr} \) is the irreducible saturation of phase p.

### Numerical Algorithm

Our algorithm is shown schematically in Figure 1. The finite difference discretization is on a rectangular grid in the horizontal direction \( \bar{x} \) and the vertically upward \( \bar{y} \)-direction.

For the time being, the number of nodes in each direction is a power of 2. Our algorithm uses both cell-centered and edge-centered variables. Each variable is placed at its physical position, i.e., saturations, pressures and capillary pressures are cell-centered, and velocities are edge-centered. However, there are still several problems. In order to evaluate the phase velocities, we must compute the phase mobilities which are functions of saturations that are cell-centered. The question is: what is the correct saturation for evaluating the mobilities at the edges?

This problem has been studied extensively in the literature [2]. Traditionally, it has been suggested that the appropriate value should come from an upwind scheme. Although this approach is correct, it is only first-order accurate.

Our goal is to develop a higher-order scheme for better accuracy. However, choosing a higher-order scheme to determine the saturation at the edges, can violate entropy conditions [9]. This violation does not occur when the flow is continuous, i.e., the saturations and their higher derivatives are continuous, but it is possible when the flow is discontinuous, because the governing differential equation no longer represents the physical problem. In this latter situation, we must use weak formulations and entropy conditions which have been extensively studied in the shock dynamics literature [15]. Only low-order schemes do not violate the Enquist-Osher conditions [23]. Hence the numerical algorithm developed here uses a high-order approximation where the flow is continuous and a low-order approximation at each discontinuity, i.e., at a moving front.

Now we can introduce the high-order Godunov scheme. First, we approximate \( u_{i,j}^n \) as the average of \( \bar{u} \) over a finite difference cell centered at \((i\Delta x, j\Delta y)\), such that:

\[ u_{i,j}^n = \frac{1}{\Delta x \Delta y} \int_{(i-1/2)\Delta x}^{(i+1/2)\Delta x} \int_{(j-1/2)\Delta y}^{(j+1/2)\Delta y} u(x, y, t^n) dx dy \] .........................(17)

Second, time is discretized by a time step \( \Delta t \), such that \( t^{n+1} = t^n + \Delta t \). A high-order predictor-corrector method to advance the solution from time \( t^n \) to time \( t^{n+1} \) is used. The predictor step estimates \( \bar{u}^{n+1/2} \) at \( \frac{\Delta t}{2} \). The corrector uses this estimate to predict the saturation and the pressure at time \( t^{n+1} \). We do this in several steps:

1. **Estimation of the phase velocities.**
   a) Compute Darcy’s velocities using second-order averaging for the phase mobilities.
   b) Compute total velocities (cell-centered and edge-centered).

2. **High-order predictor step (Godunov algorithm).**
   a) Compute high order Van Leer slopes.
   b) Compute the left and right states of \( \bar{s}^{n+1/2} \) with normal and transverse predictor steps.
   c) Estimate the correct \( \bar{s}^{n+1/2} \) with a Riemann problem solver.
   d) Advance in time from \( t^{n+1/2} \) to \( t^{n+1} \) and move the edge saturation obtained from the Riemann solver to the edges using a Crank-Nicolson implicit scheme.
   e) Compute \( \bar{P}^{n+1} \) implicitly using the pressure equation.

3. **Corrector step.**
   a) Compute average pressure,
      \[ P^{n+1/2} = \frac{P^n + \bar{P}^{n+1}}{2} \] .........................(18)
   b) Recompute Darcy’s Law and the total phase velocities.
   c) Compute \( S^{n+1} \) using the saturation advection-diffusion equation.
A SEQUENTIAL EXPLICIT-IMPLICIT ALGORITHM FOR COMPUTING DISCONTINUOUS FLOWS IN POROUS MEDIA

In the \(x\)-direction:

\[
u_{p_{i,j}^{+1}} = -\lambda_{p_{i,j}^{+1}} \left( \frac{P_{p_{i,j}^{+1}} - P_{p_{i,j}}}{\Delta x} \right)\]

In the \(y\)-direction:

\[
u_{p_{i,j}^{+1}} = -\lambda_{p_{i,j}^{+1}} \left( \frac{P_{p_{i,j}^{+1}} - P_{p_{i,j}}}{\Delta y} + g_{p_{i,j}^{+1}} \nabla y \right)\]

where

\[\lambda_{p_{i,j}^{+1}} = \frac{1}{2}(\lambda_{p_{i+1,j}} + \lambda_{p_{i,j}})\]

that is, we do not upwind the mobilities, but rather use a second-order averaging.

The total edge-centered velocities can be expressed as \(\tilde{u}_t = \tilde{u}_x + \tilde{u}_y\), cf. Eqs. (19-20). We also need to compute the value of the total velocity at the center of the cell. This value can again be obtained using second-order averaging.

Fourth-Order Van Leer Slopes. The Van Leer slope limiting [22] is geometric by nature. The basic idea is to generalize Godunov's method by replacing the piecewise constant representation of the solution by a more accurate representation, say, piecewise linear. Usually the oscillations that arise with most high-order schemes (Gibbs's phenomena) can be interpreted geometrically as being caused by a poor choice of slopes, leading to a piecewise linear reconstruction \(\tilde{u}_n(x,t^n)\) with a much larger total variation than that of the solution.

We can rectify this problem by applying a Van Leer slope limiter which reduces the value of the slope near the discontinuities or extreme points and it is typically designed to ensure that TV \(\tilde{u}_n(x^-,t^n)\leq TVU^n\), where TV is the total variation over \([0,t]\). If the previous condition applies, then given solution \(U^n\) and a construction function \(\tilde{u}_n(x,t^n)\), it can be shown that the algorithm is Total Variation Diminishing (TVD) for our scalar conservation law [15]. In this work, we will calculate the Van Leer slopes for the whole domain, assuming that the flux function is fully convex and then correct in those subdomains in which the flux is non-convex in order to achieve proper vectorization and/or parallelization of our algorithm.

For convex fluxes, we begin by calculating the Van Leer slopes:

\[\Delta_{\text{lim}} = \left\{ \begin{array}{ll} 2 \min \{ s_{i+1,j} - s_{i,j}, 0 \} & \text{if } s_{i+1,j} - s_{i,j} > 0 \\ 0 & \text{otherwise} \end{array} \right. \]

\[\Delta^x = \min \left( \frac{1}{2} |s_{i+1,j} - s_{i,j}| \Delta_{\text{lim}}, \text{sign}(s_{i+1,j} - s_{i-1,j}) \right) \]

\[\Delta^y = \min \left( \frac{2}{3} |s_{i+1,j} - s_{i,j} - \frac{1}{4} (\Delta^x s_{i+1,j} + \Delta^x s_{i-1,j}) \Delta_{\text{lim}} \right) \]

\[\Delta_{\text{lim}}^y = \Delta_{\text{lim}}^x \text{sign}(s_{i+1,j} - s_{i-1,j}) \]

For those parts of our domain in which flow is not convex, the slopes must be corrected. In order to determine where the flow is convex, we need to know if we are in the neighborhood of a discontinuity. For this, we can estimate the following function:

\[\Psi^* = \frac{|s_{i+1,j} - s_{i,j}|}{\max \left( |s_{i+1,j} - s_{i,j}|, |s_{i+1,j} - s_{i,j}| \right)} \]

The function \(\Psi^*\) works as follows. If \(S\) behaves linearly, \(\Psi^*\) is equal to 0.5, but in the presence of a [0,1] discontinuity, \(\Psi^* = 1\). The value \(\varepsilon\) has been introduced to prevent zero-value denominators. This means that \(\Psi^* < 0.5\) is a smooth function. \(\Psi^* > 1\) indicates a moving front. Now let us introduce a safety factor:

\[\Psi = \frac{\Psi^* - \Psi^H}{\Psi^L - \Psi^H} \]

where \(\Psi^H = 0.75, \Psi^L = 0.65\), and we have introduced a safety factor of 0.15. These values are not exact and were obtained from numerical experimentation.

Let us define the following factors:

\[\theta = \begin{cases} 1 & \text{if } \Psi < \Psi^L \\ \Psi & \text{otherwise} \end{cases} \]
\[ \theta = \begin{cases} 0 & \text{if } \Psi > \Psi^* \\ \theta' & \text{otherwise} \end{cases} \quad \text{(29)} \]

\( \theta \) is a factor by which we multiply our high-order slopes. In the presence of a front, \( \theta = 0 \), which means that the slope is zero. Soon we will see that this yields a low-order flux approximation in the scheme. On the other hand, \( \theta = 1 \) indicates that the flow is smooth enough so that it is safe to use a high-order approximation. For \( \Psi < \Psi < \Psi^* \), a linear interpolation of the extreme values is used.

Now that we have detected the presence of a moving front, we need to estimate the presence of the non-convex flux to complete this step. The convexity in the flux can be computed by calculating the change of sign in the derivative of the flux function:

\[ \Delta_{\text{lim}}^{VL} = \begin{cases} \theta \Delta_{\text{lim}}^{VL} & \text{if } \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} < 0 \\ \theta \Delta_{\text{lim}}^{VL} & \text{if } \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} < 0 \end{cases} \quad \text{(30)} \]

\[ \Delta_{\text{lim}}^{VL} = \begin{cases} \theta \Delta_{\text{lim}}^{VL} & \text{if } \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} < 0 \end{cases} \quad \text{(31)} \]

\[ \Delta_{\text{lim}}^{VL} = \begin{cases} \theta \Delta_{\text{lim}}^{VL} & \text{if } \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} \frac{\partial F}{\partial s} < 0 \end{cases} \quad \text{(32)} \]

A similar expression can be easily derived for the \( \bar{y} \)-direction.

**The Normal and Transverse Predictors.** First we derive the normal predictor step by expanding \( s_{i,j}^n \) into a first-order Taylor series in time and space:

\[ \hat{s}_{i,j}^{n+1/2} = s_{i,j}^n + \frac{\Delta x}{2} \frac{\hat{\Delta} x}{\hat{\Delta} x} \frac{\hat{\Delta} x}{\hat{\Delta} x} + \frac{\Delta t}{2} \frac{\hat{\Delta} t}{\hat{\Delta} t} \frac{\hat{\Delta} t}{\hat{\Delta} t} \quad \text{(31)} \]

Substituting this expression in our advection-diffusion equation (10), we obtain:

\[ \hat{s}_{i,j}^{n+1/2} = s_{i,j}^n + \frac{\Delta x}{2} \frac{\hat{\Delta} x}{\hat{\Delta} x} \frac{\hat{\Delta} x}{\hat{\Delta} x} + \frac{\Delta t}{2} \frac{\hat{\Delta} t}{\hat{\Delta} t} \frac{\hat{\Delta} t}{\hat{\Delta} t} \left[ \nabla \cdot \left( W^n \nabla P^n \right) + \left( \frac{\partial F}{\partial y} \right)^n \right] \quad \text{(32)} \]

where \( \hat{F} = F_{y,y} \) is evaluated from the Riemann problem solution obtained for the normal direction. A Riemann problem is advection of a non uniform initial condition described by a left and right state [15]. The left and right states (subscripts L and R) are the high-order solutions obtained from this step. With these values, the Riemann solver produces the proper value of the saturation at the edges.

**The Riemann Problem Solver.** After computing the normal and transverse predictor steps, we must obtain the left and right state of the saturation at the cell edges. In order to obtain the correct value at each edge, a Riemann problem must be solved. The solution of the Riemann problem is complicated...
by gravity which causes the non-convexity of the $\vec{F}$.

In the $\vec{x}$-direction the problem is nothing but an upwind of the left and right states previously calculated, i.e.,

$$R_{mn}(u_L, u_R) = \begin{cases} \min \{\vec{F}(u_L), \vec{F}(u_R)\} & \text{if } u_L < u_R \\ \max \{\vec{F}(u_L), \vec{F}(u_R)\} & \text{otherwise} \end{cases} \quad \text{........(40)}$$

However, in the $\vec{y}$-direction, the problem becomes more difficult. In this work Oleinik's [15] approach will be used:

$$\frac{\vec{F}(u_R) - \vec{F}(u)}{u_R - u} \leq \frac{\vec{F}(u_R) - \vec{F}(u_L)}{u_R - u_L} \forall u \subseteq [u_L, u_R] \quad \text{........(41)}$$

If $\{u_C\}$ are the roots of $\partial \vec{F}(u_C)/\partial \vec{s}$ and $\min(u_L, u_R) < u_C < \max(u_L, u_R)$, then solution to the Riemann problem is:

$$R_{mn}(u_L, u_R, u_C) = \begin{cases} \min \{\vec{F}(u_L), \vec{F}(u_R), \vec{F}(u_C)\} & \text{if } u_C < u_R \\ \max \{\vec{F}(u_L), \vec{F}(u_R), \vec{F}(u_C)\} & \text{otherwise} \end{cases} \quad \text{..........................(42)}$$

**Crank-Nicolson Implicit Saturation Solver.** Once we have completed the explicit part of our algorithm, we want to advance it in time with an implicit Crank-Nicolson scheme. This scheme has the advantage of being unconditionally stable and does not attenuate the high wave numbers that can exist in the problem. Some mathematical and physical modifications are introduced to the advection-diffusion equation in order to linearize our system. This avoids the problem associated with small convergence balls of many non-linear solvers.

Let us begin with the discretization of the saturation equation with a Crank-Nicolson scheme:

$$\frac{S^{n+1} - S^n}{\Delta t} + \frac{\vec{v} \cdot \vec{F}}{\Delta t} = \frac{1}{2} \vec{v} \left[ W^{n+1} \vec{V} P_c^{n+1} + W^n \vec{V} P_c^n \right]$$

$$= S^{n+1} - S^n + \frac{\vec{v}}{2} \left[ \frac{\Delta t}{\Delta \phi} W^{n+1} \vec{V} P_c^{n+1} - \vec{v} \frac{\Delta t}{\Delta \phi} W^n \vec{V} P_c^n \right] \quad \text{..........................(43)}$$

Let $k$ be the iteration number. After linearization, we get:

$$S^{n+1,k} - S^{n+1,k} + \vec{v} \cdot \left[ \frac{\Delta t}{\Delta \phi} W^{n+1,k} \vec{V} P_c^{n+1,k} - \vec{v} \frac{\Delta t}{\Delta \phi} W^{n+1,k} \vec{V} P_c^{n+1,k} \right] = \frac{\Delta t}{\Delta \phi} W^{n+1,k} \vec{V} P_c^{n+1,k} \quad \text{...............(44)}$$

Define $\xi^{n+1,k}$ and $\Delta s^{n+1,k+1}$:

$$\xi^{n+1} = S^{n+1} - \frac{\Delta t}{\Delta \phi} W^{n+1} \vec{V} P_c^{n+1,k} - \vec{v} \frac{\Delta t}{\Delta \phi} W^{n+1} \vec{V} P_c^{n+1,k} \quad \text{...............(45)}$$

and

$$\Delta s^{n+1,k+1} = S^{n+1,k+1} - S^{n+1,k} \quad \text{...............(46)}$$

With some mathematical manipulation we obtain:

$$\Delta s^{n+1,k+1} + \vec{v} \left[ \frac{\Delta t}{\Delta \phi} W^{n+1,k+1} \vec{V} P_c^{n+1,k+1} - \vec{v} \frac{\Delta t}{\Delta \phi} W^{n+1,k+1} \vec{V} P_c^{n+1,k+1} \right] = \xi^{n+1,k} \quad \text{...............(47)}$$

As we are interested in obtaining a linear expression for our saturation equation, further simplifications must be introduced. We must do this in a way that has a physical and mathematical meaning, so that the properties of our equations are not altered. Recall that $W^n$ is the harmonic average of the phase mobilities. Since $W^n$ originates from the physical diffusion term on the right-hand-side of the advection-diffusion equation (10), we can lag it one iteration:

$$W^{n+1,k+1} \rightarrow W^{n+1,k} \quad \text{..........................(48)}$$

We use a similar approach with the capillary pressure:

$$P_c^{n+1,k+1} - P_c^{n+1,k} = \frac{\partial P_c^{n+1,k}}{\partial \vec{s}} \Delta s^{n+1,k+1} \quad \text{...............(49)}$$

With all these approximations, we can write our final expression for the implicit saturation solver:

$$\Delta s^{n+1,k+1} + \vec{v} \left[ \frac{\Delta t}{\Delta \phi} W^{n+1,k} \frac{\partial P_c^{n+1,k}}{\partial \vec{s}} - \Delta s^{n+1,k} \right] = \xi^{n+1,k} \quad \text{...............(50)}$$

This equation will be solved using a fast multigrid solver.

**The Pressure Solver.** The pressure equation (13) is elliptic, because of the incompressibility assumption and will be solved using a fast multigrid algorithm. The derivation of the pressure equation is very simple:
1. Calculate $\nabla \cdot \vec{u}_r = 0$.
2. Substitute the Darcy equation in $\nabla \cdot \vec{u}_r = 0$.
3. Use the definition of $P_c$.
4. Obtain an elliptic equation that is only a function of $s$, $P_c$ and $P_g$.

After these steps, we get:

$$\nabla \cdot \beta(s) \nabla P_g = \nabla \cdot \left[ \lambda_y \nabla P_c - \left( \lambda_y' + \lambda_y^g \right) \nabla y \right] \quad \text{(51)}$$

The Multigrid Solver. To solve the equations in our implicit steps, a fast multigrid algorithm of $O(N \log N)$ operations is adopted. Multigrid successively solves a residual correction equation (52) (in this way we know the exact solution to the system of equations) using an iterative linear solver on several levels of coarser grids. There are several ways of using the coarsening, and in this work a V-shape coarsening scheme [3] is adopted.

This algorithm is fast because it does not damp out high wave numbers, in contrast to other numerical solvers. This is done by moving onto successive coarser grids so that at each level the low wave numbers from the previous level become accurate, respectively.

Approximation of the Dirichlet and Neuman boundary conditions is second and first-order accurate, respectively.

The no-flow boundary conditions in the $\bar{x}$-direction are:

$$s_{i+1,j} = s_{i,j} \quad \text{..................................(53)}$$
$$P_{i+1,j} = P_{i,j} \quad \text{..................................(54)}$$
$$P_{c_{i+1,j}} = P_{c_{i,j}} \quad \text{..................................(55)}$$

and in the $\bar{y}$-direction:

$$P_{p_{i+1,j}} = P_{p_{i,j}} - \rho_g g \Delta y \quad \text{..................................(56)}$$
$$P_{c_{i,j+1}} = P_{c_{i,j}} - \left( \rho_g - \rho_g \right) g \Delta y \quad \text{..................................(57)}$$
$$s_{c_{i,j+1}} = s_{c_{i,j}} - \frac{\rho_p}{\rho_l} g \Delta y \quad \text{..................................(58)}$$

For Dirichlet boundary conditions, the values are specified at the wall and averaged to obtain the values at the ghost cells:

$$P_{p_{i+1,j}} = \frac{P_{p_{i,j}} + P_{p_{\text{wall}}}}{2} \quad \text{..................................(59)}$$

For the multigrid solver, the non-homogeneous boundary conditions are imposed only on the finest level and the homogeneous boundary conditions are used at all coarser levels.
Numerical Results

Two stiff test problems are studied to demonstrate the strengths of the algorithm. We show that the algorithm is indeed robust and fast for very stiff problems.

The first problem is a 1-by-1 meter sand box with an unstable, initially uniform, distribution of water and air saturation. The box is open at the top, and closed on the sides and the bottom. In the middle of the box, we impose an initial steep, two-dimensional “hump” of water saturation (Gaussian pulse) and let it fall by the action of gravity. The “background” uniform water also drains, while the air flows up, creating two saturation waves moving in the opposite directions. On its way down, the water “hump” is dispersed sideways by capillarity, and ultimately forms a pool at the bottom of the box.

We choose a Gaussian distribution, Figure 2, because it is very sharp and hard to compute on a coarse mesh. To stiffen the problem, the permeability and porosity are of the order of $10^{-8}$ m$^2$, with variable porosity and permeability in the y-direction.

We correlate the porosity and permeability by using a Cozeny-Karaman [20] function

$$ k = \frac{d_e^2 \phi^3}{180(1 - \phi)^2} \quad \text{(60)} $$

where $d_e$ is the pore diameter. The porosity for this case

$$ \phi = 0.5 - 0.1e^{-60(\phi - 0.3)^2} \quad \text{(61)} $$

We choose this function because the quadratic exponent produces a sharp distribution of permeability and porosity, Figure 3.

Figure 2: The initial Gaussian pulse problem. The water saturation distribution is maximum at the center of the box.

Figure 3: Spatial permeability distribution for the falling-pulse problem. Black represents $2.5 \times 10^{-8}$ m$^2$. White represents $8.9 \times 10^{-9}$ m$^2$.

Although this is an unusual situation for an oil reservoir, there are many cases in which we can find fast flows as in radial flow close to injectors or producers. This, again, is one of the physical situations where most of the current algorithms fail to produce a solution or the cost of producing it is very high due to the small time steps and/or large number of grid points.

Figure 4 shows the time evolution of the Gaussian pulse gravity drainage problem on a 64x64 grid. The Gaussian pulse moves very fast due to the high permeability of the sand. It can be seen that all fronts are very sharp, which indicates the dominance of the hyperbolic components of the advection-diffusion equation. With time, and in the lower permeability region, the flow slows down and the water saturation in the pulse is spread by capillarity. At the bottom of the box, the water pools and is redirected to the sides. Finally, Figure 4 shows symmetry with respect to the vertical axis of the box. These results cannot be obtained with an implicit numerical simulator because the hyperbolic components of the flow would be immediately diffused by effects of numerical dispersion.

The runs for this test problem took approximately 15 min. on an IBM RS6000 PowerStation 530 running at 33 MHz and used a maximum of 1.2 MB of RAM. This shows not only the speed of the algorithm but also its capability to run accurately...
and efficiently on slow machines since a large number of grid blocks is not required to obtain physically meaningful solutions.

**Figure 5.** shows the time evolution of the liquid pressure distribution. Here we can see how the Gaussian pulse displaces the gas phase underneath it and how this gas escapes along the pulse sides in order to give space for the incoming water. As time passes, the system approaches a hydrostatic pressure distribution.

**Figure 6** shows the results for 100 s. using three sizes of grids: 32x32, 64x64 and 128x128.

The second test case applies directly to the oil industry. A reservoir waterflood is presented. The reservoir is 50m tall by 100 m long. A 64x64 uniform grid is used. The reservoir consists of a 5 D middle layer sandwiched between two 1 D layers. To push the limits of the algorithm, we have introduced an explicit fracture zone with a permeability of 5 D inside of the upper layer. This fracture zone is only 3 nodes wide, i.e., 2.3 m thick. The top and bottom layers are sealed. Along the left boundary, a uniform pressure of 50 atm is imposed and the right hand boundary pressure is fixed at 1 atm. For the water saturation boundary conditions, we use a homogeneous Neumann boundary condition, which is equivalent to a zero gradient of the capillary pressure at the injector and the producer. In order to allow water to invade the reservoir, the left vertical column of cells is filled with water. Our code does not yet handle sources and sinks for the modeling of wells, but the present setup will allow us to study our algorithm in presence of abrupt changes in permeability.

**Figure 7** shows the numerical results. It can be observed that it takes a long time for the water to displace the oil in the reservoir. Even though the fracture is only three nodes wide, the numerical simulation models accurately the physics of the problem. The oil is expelled from the low permeability zones and into the fractures. This oil is then advected by the incoming water along the fracture. At the same time, the water in the fracture imbibes into the surrounding rock.

**Figure 8** shows the pressure distribution of the water phase at 60 days. Because the system is incompressible, this distribution is achieved almost immediately after the high pressure at the injector is imposed. The pressure has a linear distribution and its plane is slightly tilted to the bottom due to the effects of gravity, i.e., the pressure plane is a linear combination of the imposed pressure gradient and the hydrostatic pressure. The waterflood was simulated for 2 years. The runs took approximately 2 hours on the same IBM workstation, and with the same memory requirements.

**Conclusions**

- We have presented a novel, fast, and robust algorithm to compute discontinuous incompressible, two-phase flows in two-dimensional porous media.
- The results show that the algorithm is able to compute stiff flow problems on relatively coarse meshes and produce numerical results that resolve well the physics of the problem.
- Our multilevel multigrid solver proved to be very fast even on slow computers.
- Most importantly, the algorithm did not stall in the presence of permeability discontinuities, sharp fronts, fast moving fronts, and strong changes in porosity and capillary pressure.
- This paper completes the first step of our research, which will eventually lead to the development of algorithms to compute three-dimensional, compressible, three-phase, multicomponent, and multiphase non-isothermal flows.
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**Nomenclature**

\(d_e = \) pore diameter, m
\(dt = \) time step, s
\(F = \) flux function, m/s
\(k_r = \) phase relative permeability
\(g = \) gravity, m/s
\(N = \) number of grid points
\(P = \) phase pressure, Pa
\(\text{R}_{nm} = \) Riemann solution, dimensionless
\(\text{R} = \) residual operator
\(s = \) phase saturation, dimensionless
\(\tilde{s} = \) approximate phase saturation
\(\hat{s} = \) intermediate value for the phase
\(t = \) time, s
\(u = \) velocity, m/s
\(W = \) harmonic average of the phase mobilities, \(m^2 / Pa \cdot s\)

**Greek letters**

\(\beta = \) general operator for the system of equations
\(\psi = \) slope detector function, dimensionless
\(\Delta = \) difference operator, dimensionless
\(\Delta_{\text{hl}}^\text{V} = \) Van Leer limiter, dimensionless
\(\Delta x = \) spacing in the \(\hat{x}\)-direction, m
\(\Delta y = \) spacing in the \(\hat{y}\)-direction, m
\(\phi = \) porosity, dimensionless
\[ \lambda = \text{phase mobility}, \quad m^2 / Pa \cdot s \]
\[ \gamma = \text{specific gravity}, \quad \text{kg/m}^3 \cdot \text{s}^2 \]
\[ \rho = \text{phase density}, \quad \text{kg/m}^3 \]
\[ \sigma_{lg} = \text{liquid-gas interfacial tension}, \quad \text{Pa} \cdot \text{m} \]
\[ \xi = \text{right-hand-side value}, \text{ dimensionless} \]
\[ \theta = \text{Van Leer slope factor}, \text{ dimensionless} \]
\[ \Theta = \text{contact angle}, \text{ radians} \]

**Vectors**
\[ \vec{\nabla} = \text{gradient operator} \]
\[ \vec{u} = \text{velocity vector}, \text{ m/s} \]
\[ \vec{x} = \text{horizontal direction vector} \]
\[ \vec{y} = \text{vertical direction vector} \]

**Superscripts**
- \( C \) = coarse
- \( e \) = exponent for the relative permeability function
- \( F \) = fine
- \( L \) = low
- \( H \) = high
- \( n \) = time level
- \( k \) = iteration number
- \( * \) = intermediate value

**Subscripts:**
- \( c \) = capillary pressure
- \( C \) = critical value
- \( g \) = gas phase
- \( i \) = index in the \( \vec{x} \)-direction
- \( \text{irr} \) = irreducible
- \( j \) = index in the \( \vec{y} \)-direction
- \( l \) = liquid phase
- \( L \) = left state
- \( p \) = \( p^{th} \) phase
- \( R \) = right state
- \( y \) = horizontal direction
- \( x \) = vertical direction
- \( T \) = total velocity
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Figure 4: Gravity drainage of a Gaussian pulse water saturation distribution in time. The plots show how due to the high permeability, the drainage behaves like a sharp moving front until the flow slows down and then it diffuses due to capillary pressure effects.
Figure 5: Liquid pressure distribution in time for the Gaussian pulse distribution gravity-drainage problem.
Figure 6: Water saturation at $t=100s$. The results are shown on three grid sizes: 32x32, 64x64 and 128x128.

Figure 7: Pressure distribution of the waterflood. The distribution is linear, constant in time and tilted due to gravity.
Figure 8: Waterflood water saturation distribution in time. The scale goes from white ($s_w = 1$) to black ($s_w = s_{swr}$). The last panel is a bird’s eye view of higher oil saturation in the fracture and how it is being pushed by the water.